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pattern.GDM1(clusterSim) 

 

An application of GDM1 distance for metric data to compute the distances of objects 

from the upper (ideal point co-ordinates) or lower (anti-ideal point co-ordinates) 

pattern object 

 

 

The main goal of the linear ordering methods is to identify the order of the objects with respect to 

predetermined criterion. Usually the synthetic measure, which aggregates the partial information 

contained in the variables, is used. 

The GDM1 distance measure can be applied for computing distances from the pattern object in 

the linear ordering methods. Here: 

1. We start with data matrix ][ ijx , where ijx  denotes i-th observation on j-th variable. 

Table 1. Data matrix (17 objects and 10 variables) 

Voivodships x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 

Poland 98.5 94.4 92.1 73.9 84.5 3.5 2.67 0.76 61.9 23.2 

Dolnoslaskie 99.1 91.8 89.0 85.2 80.1 3.41 2.63 0.77 60.6 23.0 

Kujawsko-pomorskie 99.0 94.7 90.3 72.9 82.5 3.48 2.74 0.79 58.7 21.4 

Lubelskie 97.3 94.1 92.5 69.0 88.7 3.69 2.82 0.76 63.7 22.6 

Lubuskie 99.1 94.2 91.4 75.6 81.7 3.59 2.77 0.77 62.8 22.7 

Lodzkie 96.2 89.5 86.1 61.4 79.9 3.31 2.46 0.74 57.7 23.4 

Malopolskie 98.2 96.2 95.0 79.0 85.0 3.46 2.70 0.78 62.3 23.0 

Mazowieckie 97.8 95.7 93.7 77.2 90.1 3.35 2.45 0.73 61.2 25.0 

Opolskie 99.3 95.2 93.3 77.2 83.8 3.61 2.80 0.77 64.5 23.1 

Podkarpackie 97.8 95.3 94.6 88.2 87.5 3.77 3.04 0.81 66.7 21.9 

Podlaskie 97.9 94.9 94.1 45.3 89.9 3.80 2.79 0.73 64.1 23.0 

Pomorskie 99.7 97.6 94.4 75.8 86.0 3.53 2.70 0.76 62.2 23.0 

Slaskie 99.1 93.2 91.4 71.1 79.5 3.44 2.65 0.77 61.4 23.2 

Swiętokrzyskie 96.5 92.6 91.5 69.7 88.9 3.48 2.73 0.78 60.8 22.3 

Warminsko-mazurskie 99.8 97.7 94.8 72.8 88.2 3.60 2.83 0.79 60.0 21.2 

Wielkopolskie 99.3 95.6 93.1 70.0 83.1 3.73 2.83 0.76 68.5 24.2 

Zachodniopomorskie 99.7 95.7 93.3 80.6 87.3 3.57 2.72 0.76 61.8 22.8 

Source: Voivodships Statistical Yearbook, Poland 2008. 

 

Data on the Polish voivodships, owing to the conditions of the population living in cities in 2007. 

The analysis includes the following variables: 

x1 – dwellings in % fitted with water-line system, 

x2 – dwellings in % fitted with lavatory, 

x3 – dwellings in % fitted with bathroom, 

x4 – dwellings in % fitted with gas-line system, 

x5 – dwellings in % fitted with central heating, 

x6 – average number of rooms per dwelling, 

x7 – average number of persons per dwelling, 

x8 – average number of persons per room, 

x9 – usable floor space in square meter per dwelling, 

x10 – usable floor space in square meter per person. 

 

2. Three types of performance variables are distinguished: 

– stimulants – where higher value means better performance, 

– destimulants – where low values indicate better performance, 
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– nominants – where the best value is implied. Object performance is positively assessed if the 

measure has implied value. 

Types of performance variables in example: 

x1 – x6, x9, x10 – stimulants, 

x7, x8 – destimulants. 

In performanceVariable we give information about performance variables – 

c("s","s","s","s","s","s",d","d","s","s"). 

In nomOptValues vector we give information about nominal values of nominants. 

 

3. Researcher determine whether the variables: 

a) are measured with the ratio ("r") scale, 

b) are measured with the interval ("i") scale, 

c) are mixed (vector with r/i values): some are measured with the ratio scale and some are 

measured with the interval scale. 

In our example: scaleType<-"r" 

 

4. Nominants are converted into stimulants using formula: 

a) quotient (for variables measured on ratio scale only): 
};max{

};min{
N

ijj

N

ijj

ij
xnom

xnom
x  , 

where: N

ijx  – i-th observation on j-th nominant variable, 

jnom  – nominal value of the j-th nominant variable; 

b) difference (for variables measured on ratio and interval scale): j

N

ijij nomxx  . 

 

The scale level of nominant variables Method of transformation 
Transformed 

variable scale level 

a) ratio 
quotient ratio 

difference interval 

b) interval difference interval 

c) mixed:   

– for variables measured on ratio scale quotient ratio 

– for variables measured on interval scale difference interval 

– all variables (ratio and interval) difference interval 

 

5. Decision concerning variable normalisation. After normalisation we receive normalised ma-

trix data ][ ijz , where ijz  denotes normalised value of the j-th variable for the i-th object.  

 

Table 2. Allowed normalisation formulas for metric data 

 data matrix ][ ijx  

Variable scale 

level 
ratio ratio interval or ratio/interval 

Selection of vari-

able normalization 

formula 

n6 – quotient transformation (x/sd) 

n7 – quotient transformation (x/range) 

n8 – quotient transformation (x/max) 

n9 – quotient transformation (x/mean) 

n10 – quotient transformation (x/sum) 

n11 – quotient transformation 

x/sqrt(SSQ) 

n1 – standardization 

n2 – Weber standardization 

n3 – unitization 

n4 – unitization with zero 

minimum 

n5 – normalization in range 

[–1, 1] 

n1 – standardization 

n2 – Weber standardization 

n3 – unitization 

n4 – unitization with zero 

minimum 

n5 – normalization in range 

[–1 ,1] 

Transformed vari-

able scale level 
ratio interval interval 
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For details see in data.Normalization_details pdf file. 

 

6. The co-ordinates of pattern object consist of the best variables’ values (for ideal point co-

ordinates) or consist of the worst variables’ values (for anti-ideal point co-ordinates). 

 

7. Upper pattern – ideal point co-ordinates consists of the best variables’ values. Two types of 

construction upper pattern are distinguished in patternType: 

a) "dataBounds" – pattern should be calculated as following: maximum for stimulants, 

minimum for destimulants, 

b) "manual" – pattern should be given in patternManual and pattern co-ordinates contain: 

– real numbers,  

– "min" – for minimal value of variable (for destimulants), 

– "max" – for maximal value of variable (for stimulants). 

 

8. Lower pattern – anti-ideal point co-ordinates consists of the worst variables’ values. Two 

types of construction lower pattern are distinguished in patternType: 

a) "dataBounds" – pattern should be calculated as following: minimum for stimulants, 

maximum for destimulants, 

b) "manual" – pattern should be given in patternManual and pattern co-ordinates contain: 

– real numbers, 

– "min" – for minimal value of variable (for stimulants), 

– "max" – for maximal value of variable (for destimulants). 

 

9. If the weights are not equal in GDM1 it is necessary to give the weights jw  in weights: 

a) "different1" – vector of different weights should satisfy conditions: each weight takes 

value from interval [0; 1] and sum of weights equals one – e.g. 

c(0.14,0.16,0.1,0.05,0.2,0.12,0.05,0.08, 0.04,0.06), 

b) "different2" – vector of different weights should satisfy conditions: each weight takes 

value from interval [0; m] and sum of weights equals m (m – the number of variables) – (e.g. 

c(0.5,1.5,1.6,0.8,0.8,2.0,0.2,0.6,1.5,0.5). 

 

10. For each object the GDM1 distance from the pattern object (ideal or anti-ideal point) is de-

termined. 

 

11. We sort the objects based on ascending order of GDM1 distances from pattern object (upper 

pattern) or descending order (lower pattern). 

 

12. Graphical presentation of results. 
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