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Abstract
Relative importance is a topic that has seen a lot of interest in recent years,

particularly in applied work. The R-package relaimpo implements several differ-
ent ways of assessing relative importance of regressors in the linear model, two of
which are recommended and briefly explained in this paper. Apart from delivering
the metrics themselves, relaimpo also provides (exploratory) bootstrap confidence
intervals. This vignette offers a brief tutorial introduction to the package. The
methods and relaimpo’s functionality are illustrated using the data set swiss that
is generally available in R. R and the package relaimpo are open-source software
projects and can be freely downloaded from CRAN: http://cran.r-project.org.

1 Introduction

Assessment of relative importance in linear models is simple, as long as all regressors
are uncorrelated. In sciences with predominance of observational data, regressors
are typically correlated, so that it is not straightforward to break down model R2

into contributions from the individual regressors. Various methods have been pro-
posed in the literature. Darlington (1968) gives an overview of the older methods,
Lindeman, Merenda and Gold (1980, p.119ff.) propose averaging sequential sums
of squares over all orderings of regressors, Pratt (1987) yields a justification for an
earlier proposal by Hoffman (1960) that had already been rejected by Darlington
(1968) and others, and Feldman (2005) makes an interesting new proposal. The
R-Package relaimpo implements six different methods for assessing relative impor-
tance in linear regression. Among these, the averageing over orderings proposed by
Lindeman, Merenda and Gold (lmg) and the newly proposed method by Feldman
(pmvd) are the most computer-intensive and are also the recommended methods. In
this paper, application of the R-package relaimpo is illustrated using the dataset
swiss that is available with the base R installation. Before showing the applica-
tion of relaimpo in Section 4, the dataset is subjected to a standard linear model
approach (Section 2), and a few key properties of the recommended metrics are
discussed (Section 3). relaimpo is also discussed in comparison to the R-package
hier.part in Section 5, and computation times of the computer-intensive metrics
are discussed in Section 6.
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2 The example data analysed with lm

The dataset swiss is available with the base R installation and is already in the
search path. A description of the variables in these data can be obtained by typing
? swiss into the R console. The dataset has 47 observations (French-speaking
swiss provinces) on 6 variables, the response is a fertility index, the regressors are

Agriculture percentage of males working in agriculture,

Examination percentage of draftees getting highest mark on an army exam,

Education percentage of draftees having more than primary school education,

Catholic percentage of catholics in population (as opposed to protestant chris-
tians),

Infant.Mortality percentage of live births who die within the first year.

The most natural approach starts with a standard regression analysis:

> summary(lm(swiss))

Call:
lm(formula = swiss)

Residuals:
Min 1Q Median 3Q Max

-15.2743 -5.2617 0.5032 4.1198 15.3213

Coefficients:
Estimate Std. Error t value Pr(>|t|)

(Intercept) 66.91518 10.70604 6.250 1.91e-07 ***
Agriculture -0.17211 0.07030 -2.448 0.01873 *
Examination -0.25801 0.25388 -1.016 0.31546
Education -0.87094 0.18303 -4.758 2.43e-05 ***
Catholic 0.10412 0.03526 2.953 0.00519 **
Infant.Mortality 1.07705 0.38172 2.822 0.00734 **
---
Signif. codes: 0 `***' 0.001 `**' 0.01 `*' 0.05 `.' 0.1 ` ' 1

Residual standard error: 7.165 on 41 degrees of freedom
Multiple R-Squared: 0.7067, Adjusted R-squared: 0.671
F-statistic: 19.76 on 5 and 41 DF, p-value: 5.594e-10

We see that R2 is 70.67% and that all regressors except Examination are sig-
nificant in this model, with Fertility increasing for higher Infant.Mortality
and higher proportion of Catholics and Fertility decreasing for higher values for
Agriculture, Education and Examination. This is somewhat in line with expec-
tations, though the direction of the agricultural effect might come as a surprise.

If we are interested in sums of squares explained by each regressor, we can run
the command

> anova(lm(swiss))
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Analysis of Variance Table

Response: Fertility
Df Sum Sq Mean Sq F value Pr(>F)

Agriculture 1 894.84 894.84 17.4288 0.0001515 ***
Examination 1 2210.38 2210.38 43.0516 6.885e-08 ***
Education 1 891.81 891.81 17.3699 0.0001549 ***
Catholic 1 667.13 667.13 12.9937 0.0008387 ***
Infant.Mortality 1 408.75 408.75 7.9612 0.0073357 **
Residuals 41 2105.04 51.34
---
Signif. codes: 0 `***' 0.001 `**' 0.01 `*' 0.05 `.' 0.1 ` ' 1

This command calculates sequential sums of squares, i.e. it enters the regressors
into the model in the order they are listed. Here, for example, Agriculture is en-
tered first, followed by Examination, Education, Catholic, and Infant.Mortality.
Examination now gets a substantial share of the model variance, although it pre-
viously was not statistically significant. Would we enter the variables in different
order, the result would be quite different, e.g.:

> anova(lm(Fertility ~ Infant.Mortality + Catholic + Education + Examination +

+ Agriculture, data = swiss))

Analysis of Variance Table

Response: Fertility
Df Sum Sq Mean Sq F value Pr(>F)

Infant.Mortality 1 1245.51 1245.51 24.2589 1.426e-05 ***
Catholic 1 1129.82 1129.82 22.0055 3.013e-05 ***
Education 1 2380.38 2380.38 46.3628 3.068e-08 ***
Examination 1 9.49 9.49 0.1848 0.66956
Agriculture 1 307.72 307.72 5.9934 0.01873 *
Residuals 41 2105.04 51.34
---
Signif. codes: 0 `***' 0.001 `**' 0.01 `*' 0.05 `.' 0.1 ` ' 1

Obviously, standard sequential sums of squares are thus not appropriate for
judging relative importance. The metric lmg in R-package relaimpo calculates the
contribution for each regressor as the average sequential contribution to R2 over all
different orders among regressors (cf. also next section).

We can also examine all regressors as last influences in the model (SAS users
know this as type III SS) by using

> drop1(lm(swiss))

Single term deletions

Model:
Fertility ~ Agriculture + Examination + Education + Catholic +

Infant.Mortality
Df Sum of Sq RSS AIC

<none> 2105.0 190.7
Agriculture 1 307.7 2412.8 195.1
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Examination 1 53.0 2158.1 189.9
Education 1 1162.6 3267.6 209.4
Catholic 1 447.7 2552.8 197.8
Infant.Mortality 1 408.8 2513.8 197.0

Here, again Examination comes out particularly low. Note that these contribu-
tions do not add up to the total model sum of squares and are basically equivalent
to the t-values from the original significance tests obtained using summary(lm). The
metric last in relaimpo calculates this type of contribution.

For looking at individual contributions of each variable alone, we can e.g. cal-
culate R2 values from simple correlations. This metric is also included in relaimpo
(first).

> cor(swiss[, 1], swiss[, 2:6])^2

Agriculture Examination Education Catholic Infant.Mortality
[1,] 0.1246649 0.4171645 0.4406156 0.2150035 0.1735189

Obviously, different perspectives yield different assessments of relative impor-
tance in this example, in particular with respect to the influence of the variable
Examination. This phenonmen is the consequence of multicollinearity:

> cor(swiss)

Fertility Agriculture Examination Education Catholic Infant.Mortality
Fertility 1.0000000 0.35307918 -0.6458827 -0.66378886 0.4636847 0.41655603
Agriculture 0.3530792 1.00000000 -0.6865422 -0.63952252 0.4010951 -0.06085861
Examination -0.6458827 -0.68654221 1.0000000 0.69841530 -0.5727418 -0.11402160
Education -0.6637889 -0.63952252 0.6984153 1.00000000 -0.1538589 -0.09932185
Catholic 0.4636847 0.40109505 -0.5727418 -0.15385892 1.0000000 0.17549591
Infant.Mortality 0.4165560 -0.06085861 -0.1140216 -0.09932185 0.1754959 1.00000000

Examination has a relatively high positive correlation with Education, and
both these variables have a relatively high negative correlation with Agriculture,
Examination is also negatively correlated with Catholic. This structure leads to
the strong dependence of allocation of relative importance on the way of looking at
the matter.

3 Metrics available in relaimpo

The following relative importance metrics are available in relaimpo:

lmg is the averaged sequential contribution over all orderings (Lindeman, Merenda
and Gold, 1980, p.119ff).

pmvd is the proportional marginal variance decomposition as proposed by Feldman
(2005).

last is the regressor’s contribution when included last (cf. drop1-analysis in the
previous section).

first is the regressor’s contribution when included first (=squared correlation of
regressor with response).
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betasq is the squared standardized coefficient of the regressor.
pratt is the product of the standardized coefficient with the correlation.

The recommended metrics are lmg and pmvd. Their properties will be discussed in
the next paragraph. last and first are often useful additional information. The
other two are provided for users who might be used to them. Darlington (1968)
discusses (among other things) usage of last, first, betasq and pratt. Note that
pratt had originally been proposed by Hoffman (1960) and is as such discussed (and
rejected) by Darlington. The metric is called pratt in relaimpo, because Pratt
(1987) provided a rationale for using it. Nevertheless, the author - like Darlington
- does not recommend its use.

Three of the metrics offered in relaimpo do naturally sum to the full model
R2. One of these, pratt, has the disadvantage of sometimes assigning negative
contributions to one or more regressors and is therefore not recommended. The
other two, lmg and pmvd, yield always non-negative contributions that sum to the
full model R2 and can therefore be recommended. As mentioned before, the lmg
contribution of a regressor is the averaged sequential contribution over all orderings
of regressors (proposed by Lindeman, Merenda and Gold, 1980, p.119ff). It is known
and not surprising (cf. e.g. Feldman (2005)) that the lmg contribution of a regressor
with coefficient 0 can be positive, if this regressor is correlated with one or more
strong contributors. This can certainly be considered a disadvantage of the lmg
allocations. pmvd does not possess this disadvantage: pmvd contributions do also
sum to the full model R2 and are always non-negative. In addition, pmvd guarantees
that a regressor with 0 estimated coefficient is assigned a relative importance of 0.
pmvd can be seen as an average over orderings as well, but with data-dependent
weights for each order. pmvd’s advantage of assigning a zero share to inactive
regressors is somewhat offset by a larger variability in allocated contributions. A
deepdive of the metrics’ properties is currently in preparation and will be published
elsewhere.

Note that all metrics come in two different versions: for rela=FALSE, the scale
of each metric is percentage of the response’s variance. In this case, the sum over all
regressors of lmg, pmvd and pratt respectively is just R2. For rela=TRUE (default),
all metrics are rescaled to sum to 100%.

4 The example data analysed with R-package

relaimpo

In the following, we assume that the R-package relaimpo has been installed, ei-
ther in the global version from CRAN or in the enhanced non-US version from
http://www.tfh-berlin.de/~groemp/. The CRAN version does not contain pmvd
that is not globally available because of a potential US patent issue. All programs
with this file will use the non-US version. For the global version, you simply have
to omit any usage of pmvd. The most basic analysis available is the calculation of
the available relative importance metrics from the covariance matrix of the dataset,
where the response variable is the first variable (like in the function lm). We now
look once - for demonstration purposes - at all available metrics:
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> metrics <- calc.relimp(cov(swiss), type = c("lmg", "pmvd", "last", "first",

+ "betasq", "pratt"))

> metrics

Response variable: Fertility
Total response variance: 156.0425
5 Regressors: Agriculture Examination Education Catholic Infant.Mortality
Proportion of variance explained by model: 70.67%

Relative importance metrics:
lmg pmvd last first betasq pratt

Agriculture 0.08078165 0.06336911 0.12930541 0.09093207 0.12911291 -0.1563330
Examination 0.24220256 0.06292130 0.02228229 0.30428474 0.03580132 0.1505903
Education 0.36807952 0.53742742 0.48851983 0.32139030 0.59260934 0.6296626
Catholic 0.14937728 0.19007370 0.18813138 0.15682612 0.15931588 0.2280583
Infant.Mortality 0.15955899 0.14620846 0.17176109 0.12656677 0.08316055 0.1480218

We see that all metrics agree on the importance of Education. lmg and first
have Examination not far behind, while the other methods see a clear difference
here. All other regressors look relatively unimportant. Note that pratt in this
example shows its inappropriate behavior of sometimes assigning a negative contri-
bution to one or more of the regressors.

We can chart the results for a graphical look. Figure 1 (page 7) shows barplots
of the calculated metrics and can be created by the R statement

> par(cex.axis = 0.8)

> plot(metrics, names.abbrev = 3)

It is also interesting to see whether the observed differences in relative im-
portance are small or large relative to variability of the estimates. For this pur-
pose, we look at results from bootstrap resampling for a reasonable collection of
metrics. Bootstrapping in relaimpo is done by resampling the complete obser-
vations (cf. e.g. Fox, 2002) using the R-package boot. A call to the function
boot.relimp requests the bootstrap runs the results of which are stored in an
object of class relimplmboot. (Warning: If you try out this code yourself, note
that b=1000 requires a little patience. For simple code-checking, you may want
to choose a smaller number for b. It is a good idea to always set b explicitly, de-
fault is b=1500.). Afterwards, the result object can be (repeatedly) evaluated with
the function booteval.relimp. Inputs to boot.relimp are the response vector,
the matrix (or data frame) of regressors, the number of bootstrap runs and the
requested metrics. booteval.relimp works on the output from boot.relimp and
allows selection of a subset of the metrics, selection of one or several confidence
levels and a few further options (see the manual).

> bootresult <- boot.relimp(swiss[, 1], swiss[, 2:6], b = 1000, type = c("lmg",

+ "pmvd", "last", "first"))

> eval <- booteval.relimp(bootresult, typesel = c("lmg", "pmvd"), level = c(0.8,

+ 0.9))

> eval

Response variable: y
Total response variance: 156.0425



4 THE EXAMPLE DATA ANALYSED WITH R-PACKAGE RELAIMPO 7

Agr Exa Edu Cat Inf

Method LMG

R
el

at
iv

e 
Im

po
rt

an
ce

s 
fo

r 
F

er
til

ity

−
0.

2
0.

0
0.

2
0.

4
0.

6

Agr Exa Edu Cat Inf

Method PMVD
R

el
at

iv
e 

Im
po

rt
an

ce
s 

fo
r 

F
er

til
ity

−
0.

2
0.

0
0.

2
0.

4
0.

6

Agr Exa Edu Cat Inf

Method Last

R
el

at
iv

e 
Im

po
rt

an
ce

s 
fo

r 
F

er
til

ity

−
0.

2
0.

0
0.

2
0.

4
0.

6

Agr Exa Edu Cat Inf

Method First

R
el

at
iv

e 
Im

po
rt

an
ce

s 
fo

r 
F

er
til

ity

−
0.

2
0.

0
0.

2
0.

4
0.

6

Agr Exa Edu Cat Inf

Method Betasq

R
el

at
iv

e 
Im

po
rt

an
ce

s 
fo

r 
F

er
til

ity

−
0.

2
0.

0
0.

2
0.

4
0.

6

Agr Exa Edu Cat Inf

Method Pratt

R
el

at
iv

e 
Im

po
rt

an
ce

s 
fo

r 
F

er
til

ity

−
0.

2
0.

0
0.

2
0.

4
0.

6

Figure 1: Bar plots of all calculated relative importance metrics.
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5 Regressors: Agriculture Examination Education Catholic Infant.Mortality
Proportion of variance explained by model: 70.67%

Relative importance metrics:
lmg pmvd

Agriculture 0.08078165 0.06336911
Examination 0.24220256 0.06292130
Education 0.36807952 0.53742742
Catholic 0.14937728 0.19007370
Infant.Mortality 0.15955899 0.14620846

Confidence interval information ( 1000 bootstrap replicates, bty= bca ):
Relative Contributions with confidence intervals:

Lower Upper
percentage 0.8 0.9 0.8 0.9 0.8 0.9

Agriculture.lmg 0.0807 ___DE __CDE 0.0452 0.0372 0.1018 0.1127
Examination.lmg 0.2422 ABC__ ABCD_ 0.1612 0.1415 0.3252 0.3484
Education.lmg 0.3680 ABC__ ABCD_ 0.2602 0.2192 0.5037 0.5534
Catholic.lmg 0.1493 _BCDE ABCDE 0.0662 0.0501 0.2656 0.2994
Infant.Mortality.lmg 0.1595 _BCDE ABCDE 0.0811 0.0605 0.2792 0.3135

Agriculture.pmvd 0.0633 __CDE __CDE 0.0238 0.0136 0.1146 0.1314
Examination.pmvd 0.0629 ABCDE ABCDE 0.0010 0.0001 0.3354 0.4280
Education.pmvd 0.5374 ABC__ ABCD_ 0.3249 0.2401 0.7677 0.8275
Catholic.pmvd 0.1900 _BCD_ ABCDE 0.0915 0.0616 0.4485 0.5084
Infant.Mortality.pmvd 0.1462 _BCDE _BCDE 0.0449 0.0242 0.3297 0.3714

Letters indicate the ranks covered by bootstrap CIs.
(Rank bootstrap confidence intervals always obtained by percentile method)
CAUTION: Bootstrap confidence intervals can be somewhat liberal.

Differences between Relative Contributions:

Lower Upper
difference 0.8 0.9 0.8 0.9 0.8 0.9

Agriculture-Examination.lmg -0.161 * * -0.257 -0.285 -0.093 -0.075
Agriculture-Education.lmg -0.287 * * -0.467 -0.528 -0.206 -0.170
Agriculture-Catholic.lmg -0.068 -0.203 -0.257 0.0256 0.0503
Agriculture-Infant.Mortality.lmg -0.078 -0.225 -0.267 0.0117 0.0415
Examination-Education.lmg -0.125 -0.321 -0.381 0.0238 0.0655
Examination-Catholic.lmg 0.0928 -0.029 -0.077 0.2205 0.2493
Examination-Infant.Mortality.lmg 0.0826 -0.086 -0.138 0.2319 0.2701
Education-Catholic.lmg 0.2187 * 0.0050 -0.076 0.4120 0.4548
Education-Infant.Mortality.lmg 0.2085 * 0.0312 -0.034 0.3840 0.4360
Catholic-Infant.Mortality.lmg -0.010 -0.121 -0.157 0.1531 0.2063

Agriculture-Examination.pmvd 0.0004 -0.209 -0.301 0.0908 0.1167
Agriculture-Education.pmvd -0.474 * * -0.747 -0.804 -0.251 -0.174
Agriculture-Catholic.pmvd -0.126 * * -0.391 -0.465 -0.025 -0.000
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Agriculture-Infant.Mortality.pmvd -0.082 -0.273 -0.335 0.0364 0.0666
Examination-Education.pmvd -0.474 * -0.745 -0.799 -0.103 0.0568
Examination-Catholic.pmvd -0.127 -0.411 -0.480 0.0304 0.1448
Examination-Infant.Mortality.pmvd -0.083 -0.339 -0.388 0.1121 0.2107
Education-Catholic.pmvd 0.3473 * 0.0507 -0.058 0.6486 0.7273
Education-Infant.Mortality.pmvd 0.3912 * * 0.1155 0.0013 0.6980 0.7599
Catholic-Infant.Mortality.pmvd 0.0438 -0.112 -0.175 0.3065 0.3962

* indicates that CI for difference does not include 0.
CAUTION: Bootstrap confidence intervals can be somewhat liberal.

The bootstrapping functions have generated a substantial amount of output
that is discussed now: First, all bootstrapped metrics are simply listed next to each
other for reference. A second block of output shows bootstrapping results for indi-
vidual relative importances for all requested metrics: Here (since ranks have been
bootstrapped, and norank has not been set), apart from the confidence limits them-
selves, we find an indication which ranks are compatible with the bootstrap results.
Looking at the 90% confidence level for lmg, for example, the output tells us, that
Education and Examination are not last, while Agriculture is neither first nor sec-
ond. 90% confidence intervals for pmvd agree with lmg that Agriculture is neither
first nor second and that Education is not last. In addition, Infant.Mortality is
assessed to be not first, and Examination can be in any position.

The next block of output gives exploratory bootstrap-based confidence intervals
of pairwise differences of contributions. Here, according to lmg, the only signifi-
cant differences obtained from 90% confidence are those between Agriculture (as
the weakest regressor) and Education and Examination (as the strongest regres-
sors). For pmvd, the differences between Education and all other regressors except
Catholic is considered significant, when referring to the 90% confidence intervals.
80% confidence intervals find additional significant differences. Note, however, that
bootstrap confidence intervals can be somewhat liberal so that too much reliance es-
pecially on intervals with low confidence levels is not recommended. (More research
on the behavior of the bootstrap intervals is needed.) Let us now look graphically at
the bootstrap output: So far, the only available graphic is a barplot with confidence
indication, which for this example can be created by the code

> par(cex.axis = 0.7, cex.sub = 0.8)

> plot(booteval.relimp(bootresult, typesel = c("lmg", "pmvd"), level = 0.9),

+ names.abbrev = 3)

The resulting Figure 2 (page 10) supports the perception that there is qualita-
tive agreement on dominance of Education and low importance of Agriculture,
together with medium importance of Catholic and Infant.Mortality, plus severe
disagreement on Examination. Knowing that pmvd is a metric that assigns a (close
to) zero share to regressors with coefficient 0 (cf. Section 3), this picture might
indicate that Examination is a consequence of Education only and is not impor-
tant in its own right. However, the pmvd contribution estimate for Examination is
extremely variable, so that any interpretation is tentative only.
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Figure 2: Bar plots of lmg and pmvd with confidence intervals.
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5 Comparison to hier.part

Now, let us turn to comparison of the possibilities of packages relaimpo and
hier.part. For some of the code in this section, you need to install hier.part if
you want to run it. Note that hier.part is more general than relaimpo in that
it covers more general regression models and more goodness-of-fit statistics, while
relaimpo is restricted to the linear model with goodness-of-fit statistic R2. On
the other hand, relaimpo is more general for the linear model in that it covers
more metrics for relative importance. Furthermore, relaimpo provides appropriate
bootstrap confidence intervals and makes use of the specifics of linear models for
being faster in computing and thus allowing more regressors.

Let us now look at the standard output of hier.part for the example data
(barplot turned off, since it looks almost the same as barplot in relaimpo).

> hier.part(swiss[, 1], swiss[, 2:6], gof = "Rsqu", barplot = F)

$gfs
[1] 0.0000000 0.1246649 0.4171645 0.4406156 0.2150035 0.1735189 0.4326045
[8] 0.4492484 0.2482782 0.3172607 0.5054845 0.4302471 0.5363016 0.5745071
[15] 0.5647800 0.3309201 0.5568480 0.4460681 0.5397679 0.6422541 0.5660833
[22] 0.3858919 0.5748498 0.6190960 0.5409672 0.6625438 0.6497897 0.6443624
[29] 0.5447723 0.6993476 0.6638654 0.7067350

$IJ
I J Total

Agriculture 0.05709122 0.06757369 0.1246649
Examination 0.17117303 0.24599144 0.4171645
Education 0.26013468 0.18048097 0.4406156
Catholic 0.10557015 0.10943335 0.2150035
Infant.Mortality 0.11276592 0.06075300 0.1735189

$I.perc
I

Agriculture 8.078165
Examination 24.220256
Education 36.807952
Catholic 14.937728
Infant.Mortality 15.955899

The first bit of output (gfs) simply lists the R2 values for all sub models.
Then, IJ shows the individual and joint contributions of each regressor, and I.perc
shows a percentage rescaling of the individual contributions. In fact, I.perc from
hier.part coincides with relaimpos lmg for rela=TRUE, I from hier.part coin-
cides with relaimpo’s lmg for rela=FALSE, and J from hier.part is the difference
between first and lmg for rela=FALSE. The following little program illustrates
how we can reproduce the relevant portion of the output from hier.part using
relaimpo:

> interim <- calc.relimp(cov(swiss), rela = F, type = c("lmg",

+ "first"))

> mat <- cbind(I = interim$lmg, J = interim$first - interim$lmg,

+ Total = interim$first)
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> rownames(mat) <- interim$namen[2:6]

> mat

I J Total
Agriculture 0.05709122 0.06757369 0.1246649
Examination 0.17117303 0.24599144 0.4171645
Education 0.26013468 0.18048097 0.4406156
Catholic 0.10557015 0.10943335 0.2150035
Infant.Mortality 0.11276592 0.06075300 0.1735189

> interim <- calc.relimp(cov(swiss), rela = T, type = "lmg")

> matrix(100 * interim$lmg, 5, 1, dimnames = list(interim$namen[2:6],

+ "I.perc"))

I.perc
Agriculture 8.078165
Examination 24.220256
Education 36.807952
Catholic 14.937728
Infant.Mortality 15.955899

Note that I.perc could have been obtained by the much simpler command
cbind(I.perc=100*mat[,1]/sum(mat[,1])).
Since the example serves the purpose of underscoring the connection between

results from hier.part and relaimpo, the more complicated second call to function
calc.relimp has been used.

6 Computation times

The metrics lmg and pmvd require a lot of computation in case of many regressors.
If one wants to apply these for many regressors and potentially even in connection
with a bootstrap analysis, it is helpful to know in advance how much computing
time will be needed. Table 1 (page 13) shows computing times for 3 to 12 regressors
for both lmg and pmvd and for comparison also for hier.part (barplot turned off).
All times are averages over 100 runs on a Windows XP Professional system, AMD
Athlon XP 1700+, 1.47GHz, 256MB RAM. We see that relaimpo’s CPU times are
virtually unaffected by the change in sample size, while hier.part times do change
significantly. This is due to the fact that calculation of metrics in relaimpo is based
on the covariance matrix which is only calculated once while hier.part calculates
2p − 1 regression models using all observations. For relaimpo, we see that pmvd
takes longer than lmg for large numbers of regressors p. In fact, the time for lmg
roughly doubles when adding a regressor, while the growth factor for times for pmvd
increases with increasing number of regressors, so that the time difference between
the two methods increases quite dramatically with increasing numbers of regressors
(for 15 regressors, for example, pmvd needs about 525 seconds CPU, while lmg
needs about 43 seconds). There may be some potential in making the calculations
for pmvd more efficient (internal function pmvdcalc, suggestions welcome).

Bootstrapping obviously makes computation times a real issue, if many boot-
strap runs are required. The recommended BCa bootstrap intervals (bty="bca" in
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Table 1: CPU times in seconds from 100 runs each for p equi-correlated regressors with
variances 1 and pairwise correlations 0.5

100 observations 1000 observations
p hier. part lmg pmvd hier. part lmg pmvd

3 0.13 0.02 0.02 0.27 0.02 0.02
4 0.26 0.03 0.03 0.60 0.03 0.03
5 0.53 0.06 0.05 1.24 0.06 0.05
6 1.09 0.10 0.09 2.61 0.10 0.09
7 2.23 0.18 0.18 5.49 0.19 0.18
8 4.61 0.33 0.37 11.46 0.33 0.37
9 9.49 0.64 0.78 23.90 0.64 0.78

10 19.50 1.25 1.74 49.84 1.23 1.72
11 40.02 2.46 4.22 104.09 2.44 4.22
12 82.42 4.93 11.64 218.84 4.92 11.64

booteval.relimp, default) require very large numbers of bootstrap runs (default:
b=1500) and are themselves slow to calculate. It may be an alternative to work with
percentile confidence intervals (always used for ranks) or normal distribution based
confidence intervals in order to get at least an indication of variability based on a
smaller number of bootstrap runs. Coverage probabilities for percentile confidence
intervals with b=1000 and normal confidence intervals with b=200 have been inves-
tigated in some simulations and have proven to be somewhat liberal (non-coverage
up to twice nominal level). This is the reason for the warning in the output. Per-
formance of BCa intervals has not been simulated (since they take so much longer);
they might well perform better.

7 Final Remarks

The functionality of R-package relaimpo has been explained and illustrated in
this vignette, using the data set swiss from the R datasets. This dataset has
a complicated correlation structure among regressors which makes assessment of
relative relative importances somewhat ambiguous. R-package relaimpo broadens
R’s possibilities of assessing relative importances in linear models: It provides the
additional metric pmvd (in the non-US version). Also, relaimpo offers bootstrap
confidence intervals for the estimated relative importances themselves as well as for
pairwise differences of relative contributions and for regressors’ ranks in terms of
relative importance. These help preventing the analyst from over-interpreting differ-
ences. Further references can be found on http://www.tfh-berlin.de/~groemp.
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