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1 License of caMassClass 
The caMassClass Software License, Version 1.0 

 

Copyright 2001-2003 SAIC. This software was developed in conjunction with the National 

Cancer Institute, and so to the extent government employees are co-authors, any rights in such 

works shall be subject to Title 17 of the United States Code, section 105.  

 

Redistribution and use in source and binary forms, with or without modification, are permitted 

provided that the following conditions are met:  

 

1. Redistributions of source code must retain the above copyright notice, this list of conditions 

and the disclaimer of Article 3, below. Redistributions in binary form must reproduce the 

above copyright notice, this list of conditions and the following disclaimer in the 

documentation and/or other materials provided with the distribution.  

 

2. The end-user documentation included with the redistribution, if any, must include the 

following acknowledgment: 

 

"This product includes software developed by the SAIC and the National Cancer 

Institute." 
 

3. If no such end-user documentation is to be included, this acknowledgment shall appear in the 

software itself, wherever such third-party acknowledgments normally appear.  

 

4. The names "The National Cancer Institute", "NCI" and "SAIC" must not be used to endorse 

or promote products derived from this software.  

 

5. This license does not authorize the incorporation of this software into any third party 

proprietary programs. This license does not authorize the recipient to use any trademarks 

owned by either NCI or SAIC-Frederick.  

 

6. THIS SOFTWARE IS PROVIDED "AS IS," AND ANY EXPRESSED OR IMPLIED 

WARRANTIES, (INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES 

OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE) ARE 

DISCLAIMED. IN NO EVENT SHALL THE NATIONAL CANCER INSTITUTE, SAIC, 

OR THEIR AFFILIATES BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, 

SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT 

LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF 

USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED 

AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT 

LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN 

ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE 

POSSIBILITY OF SUCH DAMAGE. 



Figure 1: SELDI chip preparation.  Drawing 

adapted from East Virginia Medical School – 

Virginia Prostate Center[10] website. 
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Figure 2: SELDI sample processing.  Parts of drawing 

adapted from EVMS[10] website. 
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2 Discussion of Protein Mass Spectra (SELDI) Data 
Processing and Classification 

2.1 Introduction 
 The purpose of this task is to build a tool that applies classification algorithms to 

proteomics data (especially SELDI data).  Main intended use of those algorithms is 

distinguishing cancerous samples from normal samples; however they can be used for 

other classification problems as well. 

 

Developed tools will be used to extend 

caWorkbench to allow researchers to 

perform standard classification operations 

on protein (SELDI) data collected and 

stored as a part of caARRAY. Most of the 

classification methods described in this 

document can be easily applied for other 

types of data.  

2.2 Background 
SELDI is a relatively new process which 

adapted existing mass spectrometry 

methodology to protein study. An excellent 

overview this process can be found at 

[10][21]. The following summary of the 

process mostly bases on their account. 

Chip Array surface is selected from 

variety of chips specialized in 

capturing different types of protein 

samples. Available types are: 

• Hydrophobic for reversed-

phase chromatography 

• Normal phase chromatography 

• Anion or cation exchange 

surface 

• Metal binding (IMAC) 

• Etc. 

Chip goes through several 

preparation steps performed either 

manually or by robotic 

workstation. Sample is applied 

onto chip array, where targeted 

subset of protein binds to the chip 

surface, while the rest of the sample is washed away. Afterwards, energy absorbing 

molecule (EAM) is added in order to ionize the proteins and the chip with the sample is 



send to “Surface –Enhanced Laser Desorption / Ionization” (SELDI) mass reader.  There 

laser is used to free ionize proteins and allow them to be pulled by magnetic field through 

vacuum “time-of-flight” tube, where they are separated based on their mass to charge 

ratio. On the other end of the flight tube their arrival time is recorded by a detector in 

form of a spectrum. The rest of this paper is concerned with studying those SELDI 

spectra.  This process was first commercialized by Ciphergen Inc. However at present 

other manufacturers produce competing products. 

 

2.3 Methods 
Before SELDI or other protein data can be classified it has to go through several steps of 

what I will call pre-processing. 

 

Many different researchers used very different methods in order to process and classify 

SELDI data. However generalized approach is as follows: 

 

I. Data Input 

II. Pre-processing  

1. Baseline subtraction 

2. Normalization 

3. Mass-drift Adjustment 

4. Peak finding and alignment (finding biomarkers, feature extraction)  

5. Merging of multiple sample copies  

III. Classification 

1. Feature Selection 

2. Building Classifier 

 

Many of the above steps are optional and were skipped by some or most of the 

researchers. 

 

Data Input 

In case of SELDI data exported from Ciphergen software, data at different stages of 

processing comes in different format. 

 



 

Figure 1: Conceptual view of most common format of SELDI data 

 

1. Raw spectra, baseline subtracted and/or normalized spectra come in the form of 

separate Excel CSV (“comma separated values”) file for each spectrum. Each file 

contains mass (M/Z) column and intensity column.  

2. One could also export data after peak finding step. Those files are also in the CSV 

format.  They store one row per peak, and can contain many different columns 

describing different aspects of each peak.  Among them one should find: spectrum 

name and/or number, intensity (peak height), “Substance.Mass” (peak mass / 

position). 

3. After peak alignment all data can be exported in a single CSV file that contains 

one row per spectrum with each column representing different cluster of peaks 

(biomarker, feature). 

Other non vendor-specific formats will likely be developed and used in the future, but for 

time being those three seem to be most common. 

 

Pre-Processing 

Ciphergen SELDI machine comes with its own software which is able to perform some 

or most of the preprocessing steps. It is up to a user to decide at which point to export 

their data from Ciphergen environment and start processing it by themselves. However in 

case of data available on the web, which accompany many papers, researchers that want 

to reproduce published results have no choice of data format. 

 

If input data is not base-line subtracted this step should be always performed.  Base-line 

is a smooth line that follows local minimum without rising into peaks. Subtracting that 

line makes “valleys” of the spectrum rest at the zero line. This step is usually done by 

Ciphergen software, but codes to perform it are also available in PROcess library[2] and 

Cromwell package[3]. PROcess library bslnoff function divides spectrum into number of 

unequal sections, finds a minimum (or a quantile corresponding to given probability) of 

each section, replaces each intensity by that minimum and fits a smooth curve through all 

2D Matrix of SELDI signatures stored in such a way that: 

rows correspond to samples and columns correspond to signal 

for each mass/charge.  

 

There might be 1 or more copies of this matrix (i.e. 2 

measurements of the same sample). Each sample could have 

been run using one or more different chips.  

class labels  

1D 
array 

 
of 

mass / 
charge 

 
labels 



Figure 4: Example of a histogram of shifts 

to the right (+) or left (-) calculated during 

mass drift adjustment  

the points. Cromwell’s waveletSmoothAndBaselineCorrect function uses wavelets to 

smooth the spectrum and than uses cumulative (monotone) minimum as a baseline. 

 

The second step of preprocessing is normalizing the multiple spectra. It usually involves 

cutting first low mass spectra where there is a lot of high frequency high volume noise, 

which can skew normalization. Afterwards, one finds mean intensity of each spectrum 

and scales all spectra in such a way as to match all mean intensities. Other ways of 

normalizing the data also exist for example Petricoin/Liotta study normalized the data by 

matching minimum and maximum of each signature [4][5][6][7]. 

 

At this stage an optional step of mass 

drift adjustment can be performed. 

Mass drift adjustment attempts to 

shift the whole spectrum one or more 

time steps forward or backward if 

that is going to improve that spectrum 

correlation with other samples. This 

step is especially useful in case of 

multiple copies of the same sample, 

which should have very high 

correlation. The process is done in the 

following way:  

1. First we extract peak regions from 

all the spectra. That is done by 

finding a mean spectrum and 

identifying peak regions as the 

ones where mean spectrum is 

above average ( in Matlab: peaks 

= S(:,mean(S,1)>mean(S(:)) ).  

2. Then we create procedure for matching 2 spectra. First spectrum is not moved and the 

second is shifted one time step to the right or to the left as long as the correlation 

between two spectra improves  

3. Finally we use the above procedure: first to match all spectra to their copies (if 

present) and than to match each spectrum to mean spectrum. Since mean spectrum 

will be changing due to those shifts, the procedure will probably have to be done two 

or three times before stabilizing. Most of the shifts are assumed to be a few time 

steps. 

I did not found any references to other teams using mass drift adjustment, but it does 

seem to improve quality of the data. 

 



Figure 5: Algorithm families for classification of 

SELDI signatures show different approaches used by 

different teams: green: EVMS [8] & CPDR [9], brown: 

Baggerly [6], purple: an algorithm which combines peak 

finding and peak alignment, red - Pettricoin/Liotta [4]. 
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• Support Vector Machines • Linear classifiers 
• Boosting algorithms      • Neural Networks 
• Decision trees                    • many others 
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The next step would be peak finding 

and alignment in order to find 

biomarkers. However it seems like at 

this stage there are two major different 

approaches related to SELDI  data 

classification: some research teams use 

peak alignment to reduce size of the 

data before classification [8][9][6] and 

other teams apply classification 

techniques to the raw data [4] . If the 

first approach is used than the steps are 

as follows: 

1. in each spectrum separately 

peaks are detected using variety 

of different methods 

[1][2][3][6] 

2. peaks from different spectra are 

aligned into single matrix 

[11][8][2][3] (see figure 4) 

If the second approach is taken than we 

skip the above 2 steps and use feature 

selection approach to lower 

dimensionality of the data. This step 

however requires use of class labels 

and by definition is not a part of pre-

processing.  

 

The final pre-processing step is to 

merge multiple copies of each sample 

that could have been provided into single uniform set of features associated with each 

sample. If only a single copy is collected of each sample than this step should be skipped.  

There are two types of sample copies: 

1. Equivalent copies that were taken under the same conditions and should be 

identical [8] 

2. Copies are taken under different conditions (different chips, different hardware 

settings, etc.) are assumed to be different. [9] 

In order to merge the equivalent copies one can: 

1. Average them in order to get a signature with much better signal to noise ratio. 

That is especially true for the test set. 

2. If more than 2 copies are collected than one can average only two (or more) 

copies that are most similar to each other and discard the outliers. 

3.  Even with 2 copies one can average the copies if they are highly correlated to 

each other and discard one if they are not. The discarded copy should be the one 

that resembles the least other samples. 



4. In case of the train set one can also keep all the copies and treat them as separate 

training samples. That choice gives smaller sample purity, but creates larger train 

set. 

5. Another possibility is to keep all the samples and their averages for the even 

larger number of train samples. 

In case of copies taken under different conditions there seem to be only one merging 

strategy: merge them end-to-end creating samples with twice the number of features. 

 

Figure 2: Peak alignment algorithm that follows method from [11]. 

 

 

Building classifiers 

There are many classifiers that can be used. So the main purpose of this section is to 

provide framework to compare them to each other in order to choose the best one. The 

process is called cross-validation [14] and the general steps are as follow: 

• For each classification method: 

• Repeat multiple times (10s – 100s) 

• Split train set of labeled samples into 2 groups: temporary train and test sets 

• Train each classifier on train set and test it on the test set 

• Collect statistics on each classification method: mean and variance of accuracy, or 

sensitivity/specificity 

• Choose classification method with the best performance 

• Apply this method to the full set of  labeled samples 

 

 Group sets of peaks into subsets (bins). 

Each subset will consist of peaks from 

different spectra that have similar mass 

 Store peaks into 2D array (bins by samples) 

called Aligned Peaks 

P
eak

 alig
n
m

en
t 

Peak Finding 

 Store mass & sample number of each 

peak into array. Concatenate arrays from 

all samples and sort them according to 

mass  

Combine neighbor bins of Aligned Peaks if: 

• common bin does not have multiple  peaks 

from same sample 

• AUC of common bin is bigger than  AUC 

of individual bins 

Feature selection 

Aligned Peaks Bin boundaries 

Divide peaks into 2 subsets: to the left 

and to the right of the biggest gap.  

Recursively repeat the above 

process for both subsets 

Find the biggest gap between peaks.  

 In given subset of peaks, 

check if multiple peaks from 

the same sample are present.  

yes no 

If multiple gaps were found than 

minimizes number of multiple peaks 

from the same sample after cut  
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In this framework the step of training each classifier could be preceded or combined with 

feature selection, for example: 

1. In order of dropping dimensionality of the data one can use t-test or Wilcoxon-test 

(equivalent to area under ROC curve) to rank each feature according to its individual 

strength of separating the data into two or more classes. Features with rank below 

certain threshold could be eliminated. [7][8] 

2. Another approach is to look for very similar neighbor features (with high correlation 

between them) and keep only one of them – the one with higher separation 

capabilities, as measured by Wilcoxon-test. That approach is especially useful if no 

peak finding is used during preprocessing.  

3. Feature selection can be also performed with goal of finding a good set of features 

instead of sets of good features. That is more time consuming approach but with 

potential high rewards. For example exhaustive search [6][7], genetic programming 

[4], or other methods,  can be used to find  the best set of features according to some 

criteria (statistical distance, accuracy of classifiers that could be build using those 

features (see figure 2), etc.)  

 

Figure 3: Example of feature selection. Among 95 features 2 were found that allow 

separation of 2 clusters with average accuracy of 78%, in this case test set was also 

predicted with 79% accuracy. 

 

The classifiers particularly useful for working on SELDI classification problem have to 

be able to work with data sets that have usually much more features than samples. I have 

the best results with: 

1. Fisher linear classifier when combined with feature selection [6][7] 

2. Support vector machine classifiers 



3. Neural network classifiers (we got the best results with a feed-forward neural 

network classifier with back-propagation) 

4. Decision tree classifiers[8][9] 

5. Boosting methods based on decision stump classifiers (AdaBoost[13], 

LogitBoost[12]) 

Pettricoin/Liotta team [4][21] also reported good results with self organizing maps 

(SOM) approach. 

 

Table 1: Error rates using different approaches on different data sets. Some classification 

is between cancer and normal samples, other is between different stages of cancer. 

  Peak finding 

by 

Ciphergen 

software & 

alignment 

Individual 

peak 

finding & 

alignment 

Common 

peak 

finding 

Selection of 

smoothed 

features 

without 

peak finding 

Feature 

Selection 

without peak 

finding 

CPDR-1 

Cancer/Norm

al 

23±7% -my 

peak finding 

17±6% - 

peak finding 

by CPDR 

~25%   ~25%   

CPDR-2 

Cancer/Cance

r 

  Very poor 

results 

Very poor 

results 

Very poor 

results 

  

CPDR-3 

Cancer/Norm

al 

    48%  Very poor 

results 

7% (but ~50% 

in blind test) 

CPDR-3a 

Cancer/Norm

al 

~20% in 

blind test 

33±10% 30±8%    6% (20% in 

blind test) 

CPDR-4 

Cancer/Norm

al 

21% in blind 

Cancer/ 

normal test 

    ~30% in cross 

validation of 

cancer/ cancer 

EVMS-VPC 

Cancer/Benig

n/Normal 

2.5±2 % 

(Peak finding 

and 

alignment 

done by 

EVMS) 

~25% 19.2±5% 10 feat. & ldc 

- 18.3±4% 

200 feat. & 

svm - 24±4% 

10 feat. & ldc 

- 19.3±4% 

200 feat. & 

svm - 28±6% 

NCI-Prostate 

Data 

Cancer/Benig

n/Normal 

No data in 

Ciphergen 

format 

17 ±5%  13±4%  10 feat. & ldc 

- 12±4% 

200 feat. & 

svm - 15±4% 

9 feat. & ldc - 

13±4% 

200 feat. & 

svm - 19±4% 

NCI-Ovarian 

Data Set I 

(Lancet set) 

No data in 

Ciphergen 

format 

Poor results Poor results ~20% 0% - 

Benign/Norm

al & Cancer 



Cancer/Benig

n/Normal 

using Eigen 

vectors;  

Normal/Cance

r 5 feat. & ldc 

- 8±4% 

NCI-Ovarian 

Data Set II 

Cancer/Benig

n/Normal 

No data in 

Ciphergen 

format 

      0.05% error 

can be 

achieved with 

3 point linear 

classifier 

NCI-Ovarian 

Data Set III 

Cancer/Norm

al 

No data in 

Ciphergen 

format 

Impossible 

because 

data was 

not base-

line 

corrected 

Impossible 

because 

data was 

not base-

line 

corrected 

  0% - using 2 

sets of 2 
features and 

linear classifier 

 

2.4 Concerns 
In SELDI spectra classification problem there are two major potential problems inherit to 

the process: 

• Low data reproducibility – SELDI instruments are very sensitive to minute 

changes in machine settings and sample preparation protocol. As a result, two 

machines or the same machine at different times will likely give the different 

results for the same samples. That, among other problems, creates a potential for 

introducing bias into the data samples. For example if cancer samples are 

processed in a separate batch from normal samples, than there is a potential that 

the best classifier found to distinguish between them will not relay on biological 

differences but rather on differences in machine settings. That or similar scenario 

possibly happen to one of ovarian cancer datasets listed in [5] as suggested by 

[6][7]. Another example would be CPDR-3 data set where train dataset was 

collected at different time than test dataset. As a result my best classifiers which 

had 7% error rate during cross validation procedure had close to 50% error rate in 

during blind test. 

• Possibility of false discovery – is a second potential problem, which is shared 

with other types of data that have much larger number of features (10 000s) than 

samples (100s), for example microarrays [22]. Many of the standard classification 

algorithms are so good at what they are doing, that they can find patterns even in 

the random data. For example if we use exhaustive search to find the best two-

feature linear classifier (see figure 5) using data with N=50 000 features, than 

theoretically we have N
2
/2 = 10

9
 different data sets to evaluate, so even very 

unlikely events with probability of 1 in 10
9
 should happen once. Also, the smaller 

number of samples the higher the chance that random data will arrange itself into 

desired pattern. 



2.5 Conclusions and Recommendations 
Our main conclusion is that there is no single best approach for classifying SELDI data, 

but rather several competing algorithms that have to be tried in order to find the optimal 

one. The choice of the algorithm depends on many factors, some of them listed in the 

next section. My recommendation would be to implement multiple algorithms for every 

step of data processing and implement them as a single cohesive R library that would 

provide a common interface to allow researchers to experiment with different method.  

 

The Methods sections list a multitude of different approaches and algorithms. Some of 

the factors that could affect choice of the algorithm: 

1. Data size vs. time and memory available – some methods are more appropriate for  

smaller data sets since they take too long to process, also some algorithms take 

too much memory. My machine has 1.5 GB and it is no uncommon for me to run 

out of memory on larger data sets. 

2. Source of data and stage of processing – when working with data posted on the 

web by different research teams, one does not have a choice of the level of 

preprocessing done on the data. For example some data sets will be baseline 

subtracted and normalized other will be raw, yet another set will contain only 

extracted biomarkers. So the pre-processing steps to be chosen will have to match 

the data itself. 

3. Number of copies collected – the choice of data merging techniques performed on 

the end of preprocessing will mostly depend on number and type of copies 

available. 

4. Number of different categories – there is often a difference between two-way and 

multiple way classification, since some classification algorithms do not always 

support more than two classes. For example if one performs cancer/non-cancer 

classification than his choice of classifiers might be different than if one performs 

prostate cancer/non-cancer/BPH (benign prostatic hyperplasia) classification, and 

different again if one wants to study distinguishing features between four stages 

of cancer. 

5. Purpose of the study – the choice of the classifier could be different if the final 

goal of the study is to find the best possible classifier vs. to find the best classifier 

as a way of identifying a limited set of features with the greatest power of 

distinguishing between multiple classes. One might want to find distinguishing 

features, since they have to correspond to different protein which we might want 

to identify. For example: decision tree, boosting and some feature selection  

algorithms work by finding limited sub-set of features and operating only on 

those, while neural networks, SVM, fisher and many other algorithms always use 

all the features provided. Because of that, the first set of algorithms gives you two 

results: a classifier and best set of features, while the second gives you only the 

classifier 

6. Availability of different algorithms in any particular language – software and 

algorithms for SELDI data processing [1][2] [3], mass spectrometry data 

processing and classification [15-20] are available in R, Matlab, and C (C++) 

codes. This project is to be written in R language, what means that some libraries 

are available, while other will have to be rewritten. 



 

The final library would follow the basic course of operation that contains following steps: 

1. User inputs Process Parameters, which will uniquely describe the rest of the flow. 

The parameters are saved into Parameter Store, which will be retrieved by 

remaining processes. 

2. Data is pre-processed according to user specifications retrieved from Parameter 

Store, and then stored in Pre-processed Data Store 

3. Classifiers are built using pre-processed data and class labels. The steps of the 

process are specified by Parameter Store.  

4. Classifier is verified by a User or applied by a Clinical Manager. That is done by 

running the classifier on unlabeled pre-processed data in order to predict the class 

labels.  

 

Figure 4: Basic course of Pattern Recognition for Diagnosis and Treatment 
use case 

The above steps are common to all of described classification algorithms, and the choice 

of the actual algorithm will have to be saved in Parameter Store.  
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