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1 Introduction

Under certain conditions, ecological inference (EI) models allow researchers to infer individual-
level behavior from aggregate data when individual-level data is unavailable. Table 1 shows a
typical unit of ecological analysis: a contingency table with observed row and column marginals
and unobserved interior cells.

col1 col2 col3
row1 N11i N12i N13i N1·i
row2 N21i N22i N23i N2·i
row3 N31i N32i N33i N3·i

N·1i N·2i N·3i Ni

Table 1: A typicalR× C unit in ecological inference;red quantities are typically unobserved.

Existing packages that implementEI methods, such aseco andMCMCpack, focus on2 × 2
inference. eiPack offers methods for the more general case in which the ecological units are
R× C tables.

2 Methods and Data ineiPack

The methods currently implemented ineiPack are the method of bounds (Duncan and Davis,
1953), ecological regression (Goodman, 1953), and the Multinomial-Dirichlet model (Rosen et al.,
2001).

∗olau@fas.harvard.edu , rtmoore@fas.harvard.edu , andkellerm@fas.harvard.edu . De-
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Cambridge MA 02138
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The functions that implement these models share several attributes. The ecological tables are
defined using a common formula of the formcbind(col1, ..., colC) ∼ cbind(row1,
...,rowR) . The row and column marginals can be expressed as either proportions or counts.
Auxiliary functions renormalize the results for some subset of columns taken from the original
ecological table, and appropriateprint , summary , andplot functions conveniently summarize
the model output.

In the following section, we demonstrate the features ofeiPack using the (included)senc
dataset, which contains individual-level party affiliation data for Black, White, and Native Amer-
ican voters in 8 counties in southeastern North Carolina. These counties include 212 precincts,
which form the ecological units in this dataset. Because the data are observed at the individual
level, the interior cell counts are known, allowing us to benchmark the estimates implied by each
method.

2.1 Method of Bounds

The method of bounds (Duncan and Davis, 1953) uses the observed row and column marginals to
calculate deterministic upper and lower bounds for functions of the interior cells of each ecological
unit. As implemented ineiPack , it calculates for a specified columnk′ ∈ k = {1, . . . , C} the
deterministic bounds on the proportion of individuals in each row who belong in that column. For
each unit being considered, letj be the row of interest,k index columns,k′ be the column of
interest,k′′ be the set of other columns considered, andk̃ be the set of columns excluded. For
example, if we want the bounds on the proportion of Native American two-party registrants who
are Democrats,j is Native American,k′ is Democrat,k′′ is Republican, and̃k is No Party. The
unit-level quantity of interest is

Njk′i

Njk′i +
∑

k∈k′′ Njki

The lower and upper bounds on this quantity given by the observed marginals are, respectively:

max(0, Nji −
∑

k 6=k′ Nki)

max(0, Nji −
∑

k 6=k′ Nki) + min(Nji,
∑

k∈k′′ Nki)

and

min(Nji, Nk′i)

min(Nji, Nk′i) + max(0, Nji −Nk′i −
∑

k∈k̃ Nki)

The method of bounds is not a statistical procedure in the traditional sense; the bounds implied
by the row and column marginals are deterministic and there is no model of the data-generating
process. One population-level quantity of interest calculated byeiPack is the interval defined
by the intersection of the unit-level bounds (?). This interval, if it exists, represents the range of
values that are consistent with the observed marginals in all of the ecological units.

Since the bounds become more informative as within-unit homogeneity increases, researchers
and practitioners often restrict their attention to those units in which one group dominates.eiPack

2



allows users to set row thresholds to conduct thisextreme case analysis(also known ashomoge-
neous precinct analysisin the voting context). For example, suppose the user is interested in the
proportion of two-party White registrants registered as Democrats in precincts that are at least 90%
White. eiPack calculates the desired bounds:

> out <- bounds(cbind(dem, rep, non) ˜ cbind(black, white, natam),
+ data = senc, rows = c("white"), column = "dem",
+ excluded = "non", threshold = 0.9, total = NULL)

These calculated bounds can then be represented graphically; in this example, there is no interval
consistent with the bounds in each precinct:

> plot(out, row = "white", column = "dem")

Precincts at least 90% White

P
ro

po
rt

io
n 

D
em

oc
ra

tic

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

18

25
2829

30

31
34

35

37

39

51

52

54

58

61

63

65

67

68

71

75

85

86

88

89

90
91

92

94

95
96

97

98

99

104

110

111

113

115

117

118

120

122
123

127

128

129

130

131

137

139

144

145

147

200

207

212

●

●

●

●

●

●

●

●

●
●

●

●●

●●

●

●

●

●

●

●

●

●

●

●

●●
●●

●
●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●

●

●
●

●

●

●

Figure 1: A plot of deterministic bounds.

2.2 Ecological Regression

In ecological regression (Goodman, 1953), observed row and column marginals are expressed as
proportions and each column is regressed separately on the row proportions, thus performingC
regressions. Regression coefficients then estimate the population internal cell proportions. For a
given uniti, define

• Xri, the proportion of individuals in rowr,
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• Tci, the proportion of individuals in columnc, and

• βrci, the proportion of rowr individuals in columnc

The following identities hold:

Tci =
R∑

r=1

βrciXri and
C∑

c=1

βrci = 1

Defining the population cell fractionsβrc such that
∑C

c=1 βrc = 1 for everyr, ecological regression
assumes thatβrc = βrci for all i, and estimates the regression equationsTci = βrcXri + εci. Under
the standard linear regression assumptions, includingE[εci] = 0 andV ar[εci] = σ2

c for all i, these
regressions recover the population parametersβrc. eiPack implements frequentist and Bayesian
regression models (viaei.reg andei.reg.bayes , respectively).

Output from ecological regression can be summarized numerically just as inlm or graphically
using density plots. For the Bayesian model, densities represent functions of the posterior draws
of theβrc; for the frequentist model, densities reflect functions of regression point estimates and
standard errors calculated using theδ-method.

We include functions to calculate estimates and standard errors of shares of a subset of columns
in order to address questions such as, e.g., “among Blacks, what is the Democratic share of 2-party
registration?”

> out.reg <- ei.reg(cbind(dem, rep, non) ˜ cbind(black, white,
+ natam), data = senc)
> lreg <- lambda.reg(out.reg, columns = c("dem", "rep"))
> density.plot(lreg)

2.3 Multinomial-Dirichlet ( MD) model

In the Multinomial-Dirichlet model (Rosen et al., 2001), the data is expressed as counts and a
hierarchical Bayesian model is fit using a Metropolis-within-Gibbs algorithm implemented inC.
Level 1 models the observed column marginals as Multinomial (and independent across units);
Level 2 models the unobserved rows of cell fraction as Dirichlet (and independent across rows
and units); Level 3 models the Dirichlet parameters as i.i.d. Gamma. More formally, without a
covariate, the model is

(N·1i, . . . , N·Ci)
⊥⊥∼ Multinomial(Ni,

R∑
r=1

βr1iXri, . . . ,
R∑

r=1

βrCiXri)

(βr1i, . . . , βrCi)
⊥⊥∼ Dirichlet(αr1, . . . , αrC)

αrc
i.i.d.∼ Gamma(λ1, λ2)
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Figure 2: Density plots of Bayesian ecological regression output.

With a unit-level covariateZi in the second level, the model becomes

(N·1i, . . . , N·Ci)
⊥⊥∼ Multinomial(Ni,

R∑
r=1

βr1iXri, . . . ,
R∑

r=1

βrCiXri)

(βr1i, . . . , βrCi)
⊥⊥∼ Dirichlet (dr exp(γrc + δrcZi), . . . ,

dr exp(γr(C−1) + δr(C−1)Zi), dr

)
dr

i.i.d.∼ Gamma(λ1, λ2)

Improper uniform priors are assumed for eachγrc andδrc. The parameterization of the prior on
each(βr1i, . . . , βrCi) implies that the following log-odds ratio of expected fractions is linear with
respect to the covariateZi:

log

(
E(βrci)

E(βrCi)

)
= γrc + δrcZi

Conducting an analysis using theMD model requires two steps. First,tuneMD calibrates the
tuning parameters used for Metropolis-Hastings sampling:

> tune.nocov <- tuneMD(cbind(dem, rep, non) ˜ cbind(black, white,
+ natam), data = senc, ntunes = 10, sample = 1000, thin = 1000)

Second,ei.MD.bayes fits the model by callingCcode to generate MCMC draws:
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> out.nocov <- ei.MD.bayes(cbind(dem, rep, non) ˜ cbind(black, white,
+ natam), covariate = NULL, data = senc, lambda1 = 4, lambda2 = 2,
+ tune.list = tune.nocov, ...)

The output of this function can be returned asmcmcobjects or arrays; in the former case,
the standard diagnostic tools formcmcobjects can be applied directly. TheMD implementation
includeslambda and density.plot functions, usage for which is analogous to ecological
regression:

> lmd <- lambda.MD(out.nocov, columns = c("dem", "rep"))
> density.plot(lmd)

If the precinct-level parameters are returned or saved,cover.plot plots the central credible
intervals for each precinct. The segments represent the 95% central credible intervals and their
medians for each unit (the true value for each precinct is the red dot, not included in the standard
cover.plot ).

> cover.plot(out.nocov, row = "white", column = "dem")
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Figure 3: Coverage plot forMD model output.

3 Data Management

In theMD model, reasonable-sized problems produce unreasonable amounts of data. For example,
a model for voting in Ohio includes 11000 precincts, 3 racial groups, and 4 parties. Implementing

6



1000 iterations yields about 130 million parameter draws. These draws occupy about 1GB of
RAM, and this is almost certainly not enough iterations. We provide a few options to users in
order to make this model tractable for largeEI problems.

The unit-level parameters present the most significant data management problem. Rather than
storing unit-level parameters in the workspace, users can save each chain as a.tar.gz file on disk
using the optionei.MD.bayes(..., ret.beta = "s") , or discard the unit-level draws
entirely usingei.MD.bayes(..., ret.beta = "d") . To reconstruct the chains, users
can select the row marginals, column marginals, and units of interest, without reconstructing the
entire matrix of unit-level draws:

> read.betas(rows = c("black", "white"), columns = c("dem"),
+ units = 1:150, dir = getwd())

If users are interested in some function of the unit-level parameters, the implementation of the
MD model allows them to define a function inR that will be called from within theC sampling
algorithm, in which case the unit-level parameters need not be saved for post-processing.

4 Conclusion

eiPack was developed with the support of the Institute for Quantitative Social Science at Harvard
University. Thanks to Gary King, Kevin Quinn, and D. James Greiner for suggestions and Matt
Cox and Bob Kinney for technical advice. For further information, see
http://www.people.fas.harvard.edu/ ∼olau/software/eiPack.html .
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